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Knowledge Graph
Google launches Knowledge Graph project at 2012.
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Knowledge Graph

Essentially, KG 1s a sematic network, which models the
entities (including properties) and the relation between
each other.

! Mona Lisa

Date of birth: April 15, 1452
Date of death: May 2, 1519
(age 67 years)

&  q

Michelangelo




Resource Description Framework (RDF)

« RDF is an de facto standard for User interface and applications
Knowledge Graph (KG). T —
* RDF 1s a language for the Proof

conceptual modeling of %u— -
information about web resources | |syine owe T siejswe
* A building block of semantic we
 Make the information on the web
and the interrelationships among
them "Machine Understandable"

Taxonomies: RDFS

Au+1 boydAun I

Data interchange:RDF

Syntax: XML

Character Set: UNICODE




RDF & SPARQL

RDF Datasets
 Subject  Predicate

Resident_Evil:_Retributi
on

Resident_Evil:_Retributi
on

Resident_Evil:_Retributi
on

Paul_W._S._Anderson
Resident_Evil

Paul_Anderson_(actor)

The_Revenant

Priestley Medal

Maclovia_(1948_film)

type

budget

director

type

director

type

strarring

awards

distributor

“"What is the budget of the film

_ﬁrected by Paul Anderson ?."

film

“6.5E7"

Paul_W._S._Anderson

director
Paul_W._S._Anderson

actor

Philadelphia

Paul S. Anderson

Filmex

SPARQL

SELECT ?y WHERE

{

?x director Paul_W._S. Anderson.
?x type film .

?x budget ?y.

}



A Fundamental Problem ;. How to store RDF data and answer
SPARQL queries

New Orleans LA locatedin United_States }
United_States hasName “United States”
United_States hasCapital Washington_DC

United_States

foundingYear

“1776"

. Subject  Predicate  Object Q

Abraham_Lincoln hasName “Abraham Lincoln" S PAR L

Abraham_Lincoln BornOnDate “1809-02-12" SELECT ?name

Abraham_Lincoln DiedOnDate “1865-04-15"" WHERE {

Abraham_Lincoln DiedIn Washington_DC ’m <bornin>?cit Y.

Abraham_Lincoln bornin Hodgenville KY ?’m <hasName> ?name .
Reese_Witherspoon bornOnDate "1976-03-22" ?’m <bornOnDate> ?bd .
Reese_Witherspoon bornin New_Orleans_LA ? city<foundingYear>""1718"'".

New_Orleans_LA foundingYear “1718” FILTER( regex (Str (?bd )r “1976"" ) )




Existing Solutions: Resorting to
RDBMS techniques SELECT fname  SPARQL

WHERE {
?m<bornin>?city.
___ ?m <hasName> ?name..
Abraham_Lincoln hasName “Abraham Lincoln" ?m <bornOnDate> ?bd .
Abraham_Lincoln BornOnDate “1809-02-12" ? city<foundingYear>" "1718"'".
Abraham_Lincoln DiedOnDate “1865-04-15"” FILTERL regex (str (?bd ), “1976"'"'))
Abraham_Lincoln DiedIn Washington_DC } 1
Abraham_Lincoln bornin Hodgenville KY . S Q L
Reese_Witherspoon bornOnDate "1976-03-22"
Reese_Witherspoon bornin New_Orleans_LA
New_Orleans_LA foundingYear “1718”
New Orleans LA locatedin United_States
United_States hasName “United States”
United_States hasCapital Washington_DC AND T1.subject=T2.subject
United_States foundingYear “1776” AND T2.subject=T3.subject

AND T1.object=T4.subject

AND T4.propety="“foundingYear “
AND T4.object=" 1718 "

AND T3.object LIKE '%1976%' 8



Existing Solutions (based on relational techniques)

* Property Table Jena [Wilkinson et al., 2003] ,FlexTable [Wang et al.,
2010], DB2-RDF [Bornea et al., 2013]

* Vertically partitioned tables S\W-store [Abadi et al., 2009]

* Exhaustive indexing RDF-3X [Neumann and Weikum, 2008], Hexastore
[Weiss et al., 2008]

Basic Ideas: dividing the large single triple-table into several
carcfully-designed tables.  mmmmm—m—— -

Aberabam_Lincoln “Abraham Uncoln™

5-04-15"

e M.T. Ozsu. "A Survey of RDF Data Management Systems", Front. Comp. Sci., 2016.
Lei Zou, M. T. Ozsu. “Graph-based RDF Data Management”, Data Science and Engineering,

2(1): 56-70 (2017)
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Our Solution---gStore [Zou et
al, VLDB 11; VLDB J 14 ]

FILTER(regex(str(?bd), “1076"))

hasName bornOnDate
bornin

oundingYear

“1926-07-01" “Female"

diedOnDate

“1062-08-05" “Marilyn Monroe"

“Abraham Lincoln" "President”  "Male"

:;Emm\ tr\ke se/vger
*'1800-02-12" M y:Abraham_Lincoln Mﬁl y:Hodgenville KY lMV "Hodgenville"

dMe

“Franklin D. Roosavelt" "Male"
"1865-04-15"
"'1976-03-22"
M “1790" " ;i "
“Washington D.C. “President”

Answering SPARQL s R Wirarson]

tifle hasMame

"Female" / \i

SuU bg rap h “Actres" ‘Rasse Witherspoor”  :New.Orieans LA
foundiphgYear

m atC h i n g "1718" _ "1810" _, _ _

10
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Our Research Roadmap

gAnswer: Answering Natural Language Question
by graph matching

gStore: Graph Matching-based SPARQL Engine

gStore-D: Distributed RDF Graph Database

Structure - aware Graph
Subgraph p
<:> Data Indexing and Query

Optimization

HARE S M &

"HEBAREFABL ?
aaaaaaaaaaaaaaaaaaaaaaaaaaa
play in Philadelphia ? ”

RDF Datasets

11



Our System

Codes : More than 140,000 lines C++, coding from scratch

Project Address:
https://github.com/pkumod/gStore
including all codes; user manual; benchmarking test =
report; system demo video.
Licenses: BSD

Deployment: C/S or single machine

API: C++, Java, Phython, PHP and HTTP Rest

supporting SPARQL 1.1 (including UNION,
OPTIONAL, FILTER, GROUP BY, BIND)

12


https://github.com/pkumod/gStore

Our System

Codes : More than 140,000 lines C++, coding from scratch

Project Address: GitHub B TE > 260K
https://github.com/pkumod/gStore
including all codes; user manual; benchmarking test =t

report; system demo video.

Licenses: BSD

Deployment: C/S or single machine

API: C++, Java, Phython, PHP and HTTP Rest

supporting SPARQL 1.1 (including UNION,
OPTIONAL, FILTER, GROUP BY, BIND)
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https://github.com/pkumod/gStore

SPARQL Endpoint

http://freebase.gstore-pku.com/

gStEﬁre
About API

Database Name

freebase

Query Examples

ql

Query Text

select ?s where

{

?s <http://www.w3.0rg/2000/01/rdf-schema#label> "footballdb ID"@en .
?s <http:/rdf.freebase.com/ns/type.property.schema> <http://rdf.freebase.com/ns/american_football.football
?s <http:/rdf.freebase.com/ns/type.property.unique> "true" .

BB >6 AR

gStire

API

® Java API{ER R

import jgsc.GstoreConnector;

public class JavaAPIExample {
public static void main(String[] args)

{
/I #4816 — T GstoreConnector 2§, 1P BT LY 215 E A=t
GstoreConnector gc = new GstoreConnector("dbpedia.gstore-pku.com", 80);
/IR EEAISPARQLIE ]
String spargl = "SELECT ?v0 WHERE "
+"{"
+"?v0 <http://dbpedia.org/ontology/associatedBand> <http://dbpedia.org/resource/LCD_Soundsystem> ."
Y
1118 BgchIquery(_username, _password, _db_name, _sparql) /5% 1S Z| B 1645 R
String answer = gc.query("endpoint", "123", "dbpedia_full", sparql);
System.out.println(answer);
}
}
*:
1. BIRENEGLRIRRSIFTFRT AP _userr dpoint, _p ord=123, A& ULLAF&MBDREMgc.query()RE

2. BMNAMAFFRE DR, FHABIRIEERNEFNR, INSERT, DELETERIFFIREIRK
3. PRPEIERFIER, BREETHLE, BRIMRHITOEREN+H, BIRERBNESERIREN+ARER

14



http://freebase.gstore-pku.com/

KG-based Question/Answering

* SPARQL syntax are too complex for ordinary users
e RDF KG 1s“schema-less”data, not like schema-first
relational database.

(S AnSWer inwhich fims directed by Garry Marshall was Julia Roberts starring? ==

Pretty_Woman Runaway_Bride_(1999_film) Valentine's_Day_(film)

DBpedia

A4

15



KG-based Question/Answering

* An Easy-to-Use Interface to Access Knowledge Graph

* It 1s interesting to both academia and industry.

* Interdisciplinary research between database and NLP
(natural language processing) communities.

© 8AnSWer nwhich fims directed by Garry Marshall was Julia Roberts starring? m

DBpedia

16



KG-based Question/Answering

COMMEN

TS Growth i gemome VBTN How genes and a(.-x Debating how il WS cossres Wikitte
screening could case un.nm ve shaped our m,nr- pum

Oren Etzioni, AAAI Fellow

1 .
Search needs a shake-up (Researchers) They must invest much more

e T T T e e Ot in bold strategies that can achieve natural-
2 | 22 language searching and answering”

---Oren Etzioni, Search needs a shake up,
NATURE, Vol 476, p25-26, 2011.

17



“ Facebook Graph Search”
------announced by Mark
Zuckerberg on January 16,
2013

Facebook Graph Search

“My friends who live in Canada”

'i my friends who live in Canada Q — Lei Home
Top Latest People Photos Videos Pages Places Groups App
POSTED BY . o [start] Parse tree node
i ive i . L X
= Anyone @ My friends who live in Canada my friends who live in [id:12345]} Display text
You intersect(friends(me), residents(12345)) Semantic
Your Friends M. Tamer Ozsu P || e2
. 3 new posts
Your Friends and Groups .
ch Your friend since April 2009 [user-head] [user-filter]
r ©Noose & source... Lives in Kitchener, Ontario my friends who live in [id:12345)
Works at University of Waterloo : "
IR friends(me) residents(12345)
s Fnvatioe Bin Zhou v Friends | -+ /\
=% Beljing, China [who] [residence-vp]
—— Your friend since June 2008 live in [id'12345]
-+ Choose a location... Lives in Vancouver, British Columbia N
Worked at Microsoft residents(12345)
DATE POSTED /\
e Any time . . . .
T Ihab llyas « Friends | - v [friends-head] [live-in-verb] {city}
2015 Your friend since March 2010 m.yfr/ends live in lld:12345]
Lives in Waterloo, Ontario frlends(me) Re5|dents() 12345
2014 Professor at University of Waterloo | | \
++ Choose a date... . X
friends in Canada

See more

arse tree, semantic and entity ID used in the above example are for illustration only;
they do not represent real information used in Graph Search Beta

18



Facebook Graph Search

“Photos of my friends who live in Canada”

= C M & https://www.facebook.com/search/107480665948163/residents/present/me/friends/int(

19



EVI---(originally, True Knowledge)

[ where is the capital of united states Q}

) 2007-09 1.2 Million USD
Washington, D.C.. 2008-07 4 Million USD
website wikipedia 2012'01 Achired by Amazon

Washington, D.C.

William Tunstall-Pedoe: True Knowledge: Open-Domain Question Answering using
Structured Knowledge and Inference. Al Magazine 31(3): 80-92 (2010)

20



Background

* Question Answering
- Knowledge-based QA (or KBQA)
- Document-based QA (or DBQA)
- Community QA (or CQA)

* Types of questions

- Factoid: “Who is the wife of Donald Trump?”

- Definition: “What is deep learning?”

- Yes-No: “Is Detective Conan still serialized?”

-0 pin ion: “What do most Chinese think of Frog Worship?”

Com pa rison: “What are the difference between M| and iPhone?”



KG-based Question/Answering

« Information Retrieval-based
« Generate candidate answers
« Ranking

« Semantic Parsing-based
 Translate NLQ to logical forms
« Executing

22



CCG: Combinatory Categorial Grammar
|< n OW e e —_ a S e QA |< B —_ QA DCS: Dependency-based Compositional Semantics
SMT: Statistical Machine Translation

Semantic Parsing-based KB-QA(SP-QA)

where was Barack Obama born ?

Semantic Parsing

CCG DCS SMT

|

Ax.Place_of_Birth(Barack Obama, x)

KB Lookup

l

<Barack Obama, Place_of Birth, Honolulu>

Information Retrieval-based KB-QA(IR-QA)

where was Barack Obama born ?

t

‘ Ranker

|
Barack Obama
what is the place of Place_of_Birth

birth of Barack Honolulu

Obama
C )| President
NLG " Embedding
L 1

<Barack Obama, Place_of Birth, Honolulu>

(Cite: Nan Duan, MSRA)




KG-based Question/Answering

« Information Retrieval-based

film

Py

type

director

T type

Reside

nt_Evil

director

——

v

“6.5E7”

Paul.W.S.Anderson

budget

24



KG-based Question/Answering

« Information Retrieval-based

film

Py

type

director

I type

“What is the budget of the film

directed by ?"

Resident_Evil

director
———|

v

“6.5E7”

Paul.W.S.Anderson

Step. 1

Mentioned entity

budget

Step. 2

Step. 3
Ranking Answers

“6.5E7” N 4

25




Question Answering with Subgraph Embeddings
[Bordes et al. EMINLP 2014]

ScoreS(q) | | e rdin e
embedding ofthe | |GG -/RA B | Cmbedding of the
question f{g) - N - subgraph gfa)
| Embedding matrx W | Dot pendecr, | Embedding matrixw |
_ - .
Binary encoding of | | 10| | | Binary encoding of
the question ®g) ~ the subgraph ¢yo)

“Wwho did Clooney marry in 19872"

Detection of Freebase
entity in the question

Figure 1: Illustration of the subgraph embedding model scoring a candidate answer: (i) locate entity in
the question; (ii) compute path from entity to answer; (iii) represent answer as path plus all connected
entities to the answer (the subgraph); (iv) embed both the question and the answer subgraph separately
using the learnt embedding vectors, and score the match via their dot product.
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Question Answering with Subgraph Embeddings
[Bordes et al. EMINLP 2014]

Let W be a matrix RV . _
Embedding a question g

k: the dimension of the embedding space
N: N =N, +N, 1(9)=W¢(g)

N, is the number of words @(q) is a sparse vector indicating
the presence of words

NS is the number of entities and relation
(usually 0 or 1).

types

27



Question Answering with Subgraph Embeddings

[Bordes et al. EMINLP 2014]

Embedding a candidate answer a

g(a)=Wo(a)

(D(Cl) is a sparse vector
representation of the answer a

e Single Entity

The answer is represented as a single
entity:

@(a) is a 1-of-Ns coded vector with 1
corresponding the answer.

e Path Representation
The answer is represented as a path from

the entity mentioned in the question to the
answer entity a.

@(a) is a 3-of-Ns (or 4-of-Ns) coded vector,
expressing the start and the end entities of

the path and the relation types (but not
entities) in-between.

film director
T type type
Resident_Evil Paul.W.S.Anderson

N=N1+N2
N1: The number of nodes in RDF graph;
N2 : The number of distinct predciates

lbUdgEt 2-hop paths

“6.5E7”

Candidate
Answer )8




Question Answering with Subgraph Embeddings
[Bordes et al. EMINLP 2014]

e Subgraph Representation
The answer is represented both the path

Embedding a candidate answer a .
and 1-hop neighbors around the answer a.

gla)=We(a)
@(a) is a sparse vector ,,”’. ~‘~\\ _
representation of the answer a,/ N director
Il type type
|
CandldatF _Evil Paul.W.S.Anderson
Answer\‘
\
\ budget l
h l }fhop

N
s ~“6.5E7" A nelghbors

29



Question Answering with Subgraph Embeddings
[Bordes et al. EMINLP 2014]

Scoring Function candidate answer

l
S(¢q.a)= f(q)" g(a)
t

guestion sentence

The loss function

Dl

E E max{0,m-S(q,,a,)+S(q.,a")}

i=1 a'E4'(a,)

A'(a,) is a set of incorrect canidates to question g.

30



Question Answering over Freebase with Multi-Column
Convolutional Neural Networks [Dong et al., ACL 2015]

\
L Sc?e 7
+ 0 +
Score Layer
Dot Product Answer
! T — Answer T
g ——_Answer__ o YPe eeeeememeeall

Path————__

— ten — e - »
—2 ©9g0
©000) e]e]ele) N value_type
g hd film.fim_regionsl_reiesze
__\ ;

_dmereleace_dste

-

) Flm.Film. m.0zdpl7z i
Max-Pooling Layer Columns = G | _releaze_date = . :
_ ultiple [ = 1 —  rhObEsE Y type. object.type :
| @) ) film.fim_regicnal_reiease ,~'
o o f ) /\‘._ _cate.fim_releaze_region Im.£im_region
im film.directed_b . 13
- . rejease_gi
8 ) ®) film.film relesze | United Kingdom ea‘.e‘_
i, _date s ] m.07:x ot
/A 77 famezCameron | TR e LT
=\’ / m.03_gd - :
o 7 X / | - ) bi fim.film_region
Convolutional Laye / wpe.object.type\ m.oow0gjk f<TYPE-ODERCtYPE™ 5 reesie cat

fim.fim_regiona_relesse _catereiesse_dste

_date fim_release_region

Shared word
Representations

<t> when did Avatar release in UK <R> film. producer United Seares 2008-12-13

of America value_type

m.0%7w0 ‘a

Figure 1: Overview for the question-answer pair (when did Avatar release in UK, 2009-12-17). Left:
network architecture for question understanding. Right: embedding candidate answers.
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Question Answering over Freebase with Multi-Column
Convolutional Neural Networks [Dong et al., ACL 2015]

Scoring Function

question sentence candidate answer

\______—
S(q.dj=

fl(Q)Tgl(a) +f2(Q)Tg2(a) +f3(Q)Tg3(a)
\ J |

J \ )
| | |

answer path answer context answer type




Question Answering over Freebase with Multi-Column
Convolutional Neural Networks [Dong et al., ACL 2015]

MCCNNSs for
Question Understanding

Let the question g =ww,..w,

The look layer transform every word into a vector

w, =Wu(w,)

W e RV
d, 1s the word embedding dimention and

|V| 1s the vocabulary size



Question Answering over Freebase with Multi-Column
Convolutional Neural Networks [Dong et al., ACL 2015]

MCCNNSs for
Question Understanding

Let the question g =ww,..w

The convolutional layer computes representation of
the words in sliding windows.

X; = h(W[wf_S...wf...w]is] +D)

The max-pooling layer

Jlg)=max,, 1x;;



Question Answering over Freebase with Multi-Column
Convolutional Neural Networks [Dong et al., ACL 2015]

Embedding Candidate Answers

Answer Path

1
o, @,

u, (a) is a length-|R| binary vector,
indicating the presence or absence of
every relation in the answer path.

g (a)= W u (a)

d ¥R

W, eR"

is the parameter matrix



Question Answering over Freebase with Multi-Column
Convolutional Neural Networks [Dong et al., ACL 2015]

Embedding Candidate Answers

Answer Context

The 1-hop entities and relations connected to the
answer path are regarded as the answer context.

u_(a) is alength-|C| binary vector,
indicating the presence or absence of
every entity or relation in the context.

d,X|C|

W eR

is the parameter matrix



Question Answering over Freebase with Multi-Column
Convolutional Neural Networks [Dong et al., ACL 2015]

Embedding Candidate Answers

Answer Type

Type information is an important clue to score candidate
answers.

1
|+, @)

u,(a) is alength-|T| binary vector,
indicating the presence or absence of
answer type.

gs(a)= Wu,(a)

W, e R4 is the parameter matrix



Question Answering over Freebase with Multi-Column
Convolutional Neural Networks [Dong et al., ACL 2015]

For every correct answer a of the question g, we randomly sample k
wrong a’ from the set of candidate answers, and use them as the
negative instances to estimate parameters.

l(q,a,a') =(m—S(q,a)+S(q,a'))+

mlnz Z Zl(q,a a')

aeA a'eR,
R, cC, \Aq
A, 1s the correct answer set to question g.

C, 1s the set of canidate answer set to question g.



KG-based Question/Answering

« Semantic Parsing-based
 Translate NLQ to logical forms
« Executing

42



Semantic Parsing
[Zettlemoyer et al., UAI 05]

Transforming natural language (NL) sentences into computer
executable complete meaning representations (MRs)
for domain-specic applications.

Lambda-calculus [Algnzo Church, 1940 ]

Ax.state(x) N borders(x,new mexico)

“Simply typed Lambda-calculus can express varies database
qguery languages such as relational algebra, fixpoint logic and
the complex object algebra."” [Hillebrand et al., 1996]



Semantic Parsing

 Manually constructed rules
[Pedoe, Al magazine 2010]

e Grammar-based, e.g.,

Combinatory Categorial Grammar
[Zettlemoyer and Collins, UAI 2005]

* Supervised Learning
[Berant and Liang, ACL 2014]

Template

. SELECT ?person WHERE
which _ graduated from _[_’ { “person type
| | 2person gradual]ecll-‘mm

S

Which physicist graduated from Princeton University? Which <___ > graduated from <___ >?

l

syntactic dependency tree

Template-based Approach [cite:
Weiguo Zheng, Lei Zou, et al.,
SIGMOD 15]



Challenges of Complex Questions

* Multi or Implicit relations

— A complex question has multiple relations and some
relations may be multi-hop or implicit.

nationality deathPlace

“Which Russian astronauts died in the same place

they were born in?”
birthPlace

o father o mother

“Who is the father of Trump’s mother?”




Challenges of Complex Questions

 Multi or No entities

— A complex question may have multiple entities or do
not have any entities.

“Which Russian astronauts were died in Moscow and born in Soviet
Union”

“Who died in the same place they were born in?”



Challenges of Complex Questions

e Variables and Co-reference

— Existing solutions only consider one variable:
the answer

— However: it can have multiple variables and
some variables may refer to the same thing.

“Who died in the same place they were born in?”



Challenges of Complex Questions

* Composition
— Simple Questions: one triple

— Complex Questions: how to assemble
multiple entities/variables/relations to logical
forms or executable queries (query graphs)?

Which cosmonauts died in the same [place they were born in?

V3 ?cosmonauts Vs
Russia Oe€ - - O >0 Astronaut
<nationality>V1 <type>
(diedin) (bornin)
<deathPlace> <birthPlace>

Vg

?place




Our Approach- Data Driven & Relation-first framework
gAnswer [Zou et al, SIGMOD 14 Hu and Zou, et al., TKDE 17,
EMNLP 18] e

Sematic Query Graph

“What is the budget of the film directed by "
Paul Anderson?”

C3

<type>
<type> Us

ibukion _ aul_Anders@D
<director>
<budget> @@ <starring>

Ue

U <director> The_Revenant
Resident_Evil

u; Cs
Priestley Medal
<awards>
<type>

Ug
Us Paul S. Anderson

Cs,
Maclovia_(1948_film @
<distributor>

54



Our Approach- Data Driven & Relation-first framework
gAnswer [Zou et al, SIGMOD 14; Hu and Zou, et al., TKDE 17]

“What is the budget of the film directed by " Sematic Query Graph

Paul Anderson?”

C1 C3
ftype> <type>

U

@nt_ Evil_] <type> us

<director> us

! <budget> @@u <starring>
1 . 6
657" o <director> @
Resident_Evil
Uz Ca
Priestley Medal

<awards>

<type>

Ug
Paul S. Anderson

Usg
C
Maclovia_(1948_film 5
xdistributor>
e rimex > P
55



Our Approach- gAnswer

Semantic Query Graph: A semantic query graph (denoted as

Q°) is a graph, in which each vertex v; is associated with an
entity phrase, class phrase or wh-words in the question

sentence N; and each edge v;v; is associated with a relation
phrase in the question sentence N,1 < i,j < |V(QS)|

“What is the budget of the film directed by
Paul Anderson?”

1 ) “directed by”
budget of O y O

“what” “film” “Paul Anderson”



Our Approach- gAnswer

Assume that we have built a SQG

* Entity Linking * Relation Mapping
“budget of “ ~ “directed by” O
N\
“what” l “film” “Paul Anderson”
JV
l <budget, 1.0> ' <director, 1.0> |
?what
<film, 1.0> | <Paul_Anderson_(actor), 0.9>

l <writer, 0.8>

<Paul W. S.

<Filmex, 0.9> l Anderson(director), 0.8>

<producer, 0.6>
57



Our Approach- Data Driven & Relation-first framework
gAnswer [Zou et al, SIGMOD 14; Hu and Zou, et al., TKDE 17]

C1 C3

Ambiguity o e
us

<director>
“What is the budget of the film directed by " <budgets PaULW._S._Anderson L | sstarring>
Paul Anderson?” eS| e Revenand

Resident_Evil
Uz, Cs
Priestley Medal
<awards>

<type>

Ug
Paul S. Anderson

us
C
Maclovia_(1948_film 5
xdistributor>

Paul W. S Anderson Paul S. Anderson
(director) (actor) 58




Our Approach- Data Driven & Relation-first framework
gAnswer [Zou et al, SIGMOD 14; Hu and Zou, et al., TKDE 17]

“budget of “ __ “directed by” O

"fiTrjn" “paul And . Graph Data Driven
“what” aubAnderson Disambiguation Approach
<director> L e D T

_Evil:_ <type> us

tion Paul_Anders@
<director> Us

<budget> @@ <starring>

nderson (director Uy g Us
Paul Anderson (actor) @
Cq

|
<awards>
“What is the e film directed b o <type>
"
Paul Anderson?” " estival D
xdistributor>
59
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Our Approach- gAnswer

Question: How to build a Semantic Query Graph ?

* Relation-First Approach [Zou et al, SIGMOD 14]

e First find all relations mentioned in the question and model
them as edges; Then, we assemble these edges together to
form a SQG.

* Node-First Approach [Hu, Zou et al., TKDE 17]

* First all mentioned entities/classes in the question and
then link them to form a SQG.

* Learning-based Approach [Hu, Zou et al., EMINLP 18]
 We propose a State Transition (ST) framework based on
four primitive operations (expand, fold, connect and merge)
to generate a SQG.




gAnswer---Relation First o
IHm

“What is the budget of the film directed by

Paul Anderson?” “ 7
bUdget Of udirected byn

o V24
s what t “Paul Anderson”

What

Ri=(“budget of”, “what”, “film”) ‘ “fil m”/) O\ “film”

pobj
R,=(“direct by”, “film”, “Paul Anderson”)
A

rgiied Rel;tiqn
__ budget o “directed by”

film

the

pobj

“" ”
Paul Anderson What IIPaul Anderson”

Dependency Parser Tree
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gAnswer---Relation First

“What is the budget of the film directed by

Paul Anderson?” _ _
Relation Extraction

1. Build a relation paraphrasing dictionary (Offline)

Relation Mention Predicate or Predicate Path Conﬁde.n‘ce
Probability
“directed by” <director> 1.0
What Relation y -
______‘3/ “starred by” <starring> 0.9
» Rlz(l’:b'udget OI"’””,Whjt::’ “film”) ) “pudget of” <budget> 0.8
. R,=(“direct by”, “film”, “Paul Anderson”) hasChin> <hasChil
film A “uncle of” hasChils % 0.8
partmod Rel;tic_m
the ___-_Eftfm” ..................
prep
by
2. Finding all occurrences of relation phrases in the
Paul Anderson dependency parser tree (i.e., a connected subtree)
(online)

Dependency Parser Tree
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gAnswer---Relation First

“What is the budget of the film directed by
Paul Anderson?”

Associated nodes are recognized also based on the
grammatical subject-like and object-like relations
around the relation phrases, which are listed as follow:
1. subject-like relations: subj, nsubj, nsubjpass,
csubj, csubjpass, xsubj, poss, partmod;
2. object-like relations: obj, pobj, dobj, iobj

|:> R1=( "budget of” , “what” , “film" )

R2=( “directed by” , “film" , “Paul Anderson” )

pobj

Paul Anderson



gAnswer---Relation First

Limitations of Relation First Approach cannot extract the

relation between “actor”

and “Chinese”

“show me all films started by a Chinese actor”

L Implicit Relation

“ : stared by actor
show me all films started by an actor who was O O
born in China” film
was born in
O

China

64



gAnswer---Relation First

Limitations of Relation First Approach

e SQG’s structure highly relies on parser and heuristic rules
* RF approach assume that SQG’s structure has no ambiguity.

L It is not always true

A graph data driven approach for
SQG’s structure dis-ambiguity is
desirable.
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gAnswer---Node First [Hu, Zou et al., TKDE 18]

“What is the budget of the film directed by Paul Anderson and starred by a Chinese actor?”

“what” “what”
Super Semantic Semantic Query,
Query Graph Graph

“film” “film”

“actor”

“actor”

“Paul Anderson” “Paul Anderson”

”Chinese" ”Chinese”
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gAnswer---Node First
How to build a Super Semantic Query Graph

“What is the budget of the film directed by Paul Anderson and starred by a Chinese actor?”

A Naive Solution: A complete
s Connected any pairwise node graph

What

1
1
1
What d/ !
Y
(be) budget of

film

Assumption 1. Two nodes vl and v2 has a
semantic relation if and only if there exists no
grected stared by Other node v* that occurs in the
Va ; simple path between v1 and v2 of the
' dependency parse tree of question sentence N

directed
by

1
direicted

Vs directed by starred by

Paul Anderson actor

by

__________________________________________
| \ : V5
Lo T Chinese
Paul Anderson

Chinese
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gAnswer---Node First

film

directed

by

“directed by”

<director>
O——0

“starred by”

<starring>
c—0

* Explicit Relation
 using the paraphrasing
dictionary— same as RF approach

< st}
Paul Anderson budget of

*

<budget>
o—0

Vs

actor

* Implicit Relation
* Locating the two nodes in the data

I

O]

Chinese

<country>
graph;

* Finding the frequent predicate <type>

between them. < actor_ >

Data Graph
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gAnswer---Node First

0 What is the budget of the film directed by
Paul Anderson and starred by aChinese actor?

(a) Natural Language Question

Approximate Match
(allow dis-matching edges)

Vs cg’by dire;::ted starred ByN\y V4

actor

Paul Anderson i Chinese

(t:i) Building %uperS}

|
|
v
<actor, 1.0>

| v i
?what v <film, 1.0> |

|
|
|
emanti:c Query Graph
|
|
|
v

<Paul_Anderson_ |
(actor), 0.9> |
\

<budget, 1.0>

<director, 1.0>

<starr
I
. |
<Filmex, 0.9>¢ !
I
|

|
|
L <starring, 0.6>)
<Paul S. Anderson, 0.8> | <director, 0.5> v

v ‘ ‘
<writer, 0.8> } v <China, 0.6>

Y <director, 0.5>

v
<Chinese, Q.9>

. <Paul W. S. Anderson, 0.6>
<producer, 0.6>
(c) phrase mapping

<type>

G2
Us <type>

<starring>
aul W._S._Andersom> Usg starring

The_Revenant

<director>

Uy Ue

up

sident_Evil:_|
ibution

American_chemist

Usg <type> Cs
aclovia_(1948_film]>

<distributor

<type>

(d) Finding Top-k subgraph Matches




Experiments

QALD is a series of evaluation campaigns on question
answering over linked data.

TABLE 7
Evaluating QALD-6 Testing Questions (Total Question Number=100)

Processed | Right | Recall | Precision | F-I
NFF 100 68 0.70 0.89 0.78
RFF 100 40 0.43 0.77 0.55
CANalLlI 100 83 0.89 0.89 0.89
UTQA 100 63 0.69 0.82 0.75
KWGAnswer 100 52 0.59 0.85 0.70
SemGraphQA 100 20 0.25 0.70 0.37
UIQAI + 21 0.63 0.54 0.25
UIQA2 36 14 0.53 0.43 0.17
DEANNA 100 20 0.21 0.74 0.33
Aqqu 100 36 0.37 0.39 0.38

QALD-6 Competition Results



Experiments

WebQuestions is widely used in Question Answering
literatures and does not contain golden SPARQL queries.

TABLE 8
Evaluating WebQuestions Testing Questions

Average F1
NFF 49.6%
RFF 31.2%
Sempre 35.7%
ParaSempre 39.9%
Aqqu 49.4%
STAGG 52.5%
Yavuz et al. (2016) 52.6%

WebQuestions Results



gAnswer---State Transition (ST)-based Approach [Hu, Zou et
al., EMNLP 18]

* SQG Construction (State Transition)

— Initial state: those isolated nodes
— Transition: by applying four primitive operations,
led by a reward function

— Final state: the semantic query graph (SQG), can be
executed using algorithm in [Hu. et al, TKDE 2018]

V10 v ?cosmonauts V'4 ?cosm’c:nauts V;)Z
?Which Vi 2 VI1 Russia v'l Astronaut
V2o Connec t(V1,V2) 2cosmonauts  ?Which Merge(V1,V2)
?cosmonauts | onnec t(V1,V3) — — ; — .
Connec t(V3 Va) died in Merge(V1,V4) died in bornin Expand(V1) died in born in

V3o  — bornin V4 E—)

?place V3 . |

? ? Vi &

V40 ?place ’they 3

?they ?place ?place




gAnswer---State Transition (ST)-based Approach [Hu, Zou et
al., EMNLP 18]

* Connect Operation

* Given two operate nodes u; and u,, we
introduce an edge u;u, between them by the
connect operation.

* The candidate relations (edge labels) of the
edge u,u, can be found through relation
extraction model. Is Trump a president?

V1 V)
o) 0

Trump  president

\

1 1
Vi Vo
o type’ .,

Trump president




* Merge Operation

e Given a SQG QS ={V, E} and two operate
nodes u, v, this operation is to merge the
node u into v. The new SQG

OS5 =V \{u},(E\E")UE},E ={uweE} , E*={ww|luwe E Aw#v}
* To support co-reference resolution.

Which presidents died in the same place
they were born in?

\ég Y\l deathPlace \YE birthPlace 0V4
?Which ?presidents ?place ?they
birthPlace

V'1L deathPlace V\JS V'3
?presidents ?place




* Expand Operation

e Given a SQG QS ={V, E} and the operate node
u € V, this operation is to expand u to a

subgraph Q;, ={VUV,E UE,}.
* To support nodes’ hidden information.

Give me all cosmonauts.
Vi1
(o]
?cosmonauts

\ 4

1 1 1
Vo Vi Vi
o type o country O

Astronaut ?cosmonauts Russia




* Fold Operation

* To eliminate those nodes which are useless or
mis-recognized

Who composed the soundtrack for
Cameron's Titanic?

V2 eompese " @ufcED .3

?Who ?soundtrack Titanic

\ 4

)
2 musicComposer \é 3
?Who Titanic




* State Transition
* A greedy search algorithm similar with STAGG

* Better intermediate states should have more
opportunities to be visited and produce
subsequent states.

* Each state can be regarded as a partial SQG, and
be estimated by a reward function (linear model)

* To reduce the search space of the state
transition process, we also propose several
constraints for each operation.



e Reward Function

* Taking the features and outputting the reward
of corresponding state s

* Features: such as confidence probability of
nodes/relations, number of constant/variables,
I Given a SQG Q° = {V. E}, the ranking score
that we use to train our reward function () is cal-
culated by the following function.

P(V)| , [P(E)

Sy

+ max(F'(A4;, A"))



Experiments

Table 2: The average F1 score of WebQuestions and
ComplexQuestions benchmark

WwQ CQ
STF (Our approach) 53.6% | 54.3%
STAGG (Yih et al., 2015) 52.5% -
QUINT (Abujabal et al., 2017) 51.0% | 49.2%
NFF (Hu et al., 2018) 49.6% -
Aqqu (Bast and Haussmann, 2015) 49.4% | 27.8%
Aqqu++ (Bast and Haussmann, 2015) | 49.4% | 46.7%

Table 3: Evaluating QALD-6 Testing Questions

Processed | Right | Recall | Precision | F-1
Our approach 100 70 0.72 0.89 0.80
CANaLI 100 83 0.89 0.89 0.89
UTQA 100 63 0.69 0.82 0.75
KWGAnswer 100 52 0.59 0.85 0.70
SemGraphQA 100 20 0.25 0.70 0.37
UIQA1 44 21 0.63 0.54 0.25
UIQA2 36 14 0.53 0.43 0.17
NFF 100 68 0.70 0.89 0.78
gAnswer 100 40 043 0.77 0.55
Aqqu 100 36 0.37 0.39 0.38




d the winner...
wer the Web of Data
wop and QALD-9

Question Answering over Linked Data Challenge

Presenter: Prof. Key-Sun Choi and Dr. Muhammad Saleem {
< :
< ...is gAnswer!
ISWCe 2018 NLIWoD 4 and QALD-9 @ ISWC 2018
WEBIERRS CAK\;/)OCTOBER e Monterey, USA Macro Macro Macro  Error Average Macro

Annotator Precision Recall F1 Count Time/Doc ms F1 QALD

@ H 0 B B IT Elon (WS) 0.049 0.053 0.050 2 219 0.100
i QASystem (WS) 0.097 0.116 0.098 1014 0.200
KAE (Sig:r(:;u%ing u m

0
TeBaQA (WS) 0.129 0.134 0.130 0 2668 0.222
European wdaqua-corel (DBpedia) 0.261  0.267  0.250 0 661 0.289
- gAnswer (WS) 0.293 0.327 0.298 1 3076 0.430

Horizon 2020, GA No 688227

9th October 2018

Uspeck (DICE Data SCIENCE GROUP, UNIVERSITY NLIWoD anp QALD-9 )TH OCTOBER 2018 Uspeck (DICE DATA SciENCE GROUP, UNIVERSITY NLIWoD axp QALD-9

gAnswer won the first place of QALD-9



gAnswer

Online Demo: URL: http://ganswer.gstore-pku.com/

Answ
Ask to gAnswer: gAnswer is our best QA system.
gAnswer is our best QA system that can answer questions about books, music, films, conversions, history, people, places and much more.
We support key words ions by our sub-syst (coming soon), and support general questions by Node-based gAnswer. To find out more, click here

and have a quick look at our document!!!

Github Project: https://github.com/pkumod/gAnswer



http://ganswer.gstore-pku.com/
https://github.com/pkumod/gAnswer

Is it Possible ?

Semantic Parsing ( NLP ) +Query Evaluation ( DB )

Where is the arg min(Ax. POST (x) Adis(HERE , x))
earest post office 2

1 SPARQL

SELECT ?x WHERE {

?x rdf:type Post.

?x :longitude ?o.

?x :latitude ?a. }

ORDERY BY Dist(HERE, [?0, ?a])
LIMIT 1

82
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